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Abstract

This paper presents a numerical method for studying water impact of a two-dimensional body of arbitrary cross-section. The global simulation procedure based on the boundary element method is constructed. The attention is focused on the computational description of the jet flow in the framework of a potential flow assumption. The proposed computational model makes the numerical analysis more stable, in addition, enables the simulation of the flow deformation due to the gravity effect. Water impact problems due to the vertical impulsive motion of an initially floating body are considered. The prediction of hydrodynamic pressure is found to be in good agreement with similarity solutions for wedges with different dead-rise angle.

1 Introduction

Water impact is one of the critical phenomena from a viewpoint of the structural design of ships or offshore structures. Since the further development of von Karman's theory was made by Wagner (1932), considerable attention has been turned to broad studies on the water impact problems. The similarity solutions for a two-dimensional wedge were first obtained by Dobrovol'skaya (1969), which were the complete ones based on the nonlinear theory. The jet flow is generated due to the impulsive motion of a floating body or the water entry of a body. It is one of characteristic features in water impact phenomena. The theoretical approach using asymptotic expansions can recover the effect of the jet flow, which was made by, for example, Armond and Cointe (1967), Hewison et al. (1991), Chapman et al. (1997), Faltinsen (2002), and Iafriati and Korobkin (2002). As related works, the compressibility of the fluid in a moment of impact was discussed by Korobkin (1996)(2004). On the other hand, the numerical approach by the boundary element method (BEM) is also one of practical procedures in which the jet region can be taken into account. However, it is well-known that the velocity is singular at an intersection between the body and the free surface. The ordinary computation often gives rise to some problems on the accuracy or the stability of solutions. Accordingly, it is one of challenging issues how the jet flow is dealt with in computation.

Zhao & Faltinsen (1993) proposed the so-called "cut-off" model, in which a new computational segment is introduced at the jet root position and the upper part of the jet region is removed from the computation. This model provides so good prediction of the hydrodynamic pressure on wedges with various deadrise angles that it is adopted in the studies by Lu et al. (2000) and Battistin and Iafriati (2003). This operation is very practical from an engineering viewpoint, because the hydrodynamic pressure on the body in the jet region is almost equal to atmospheric one. As studies with the similar concept where the jet flow was ignored, the practical method based on the generalized Wagner theory was presented by Zhao & Faltinsen (1996) and Mei et al. (1999). However, as the jet flow is cut off at the spray root, we cannot obtain the information, for instance, the evolution of the jet flow and the separation from the body surface. Recently the interesting method that can make up with the drawback of the model was presented by Battistin and Iafriati (2004). The jet region is divided into several small panels and the velocity potential on each panel is computed by using local Taylor expansions and matching with the other domain.

The present study is intended to develop the numerical procedures by the BEM, by which we can describe the evolution of the jet flow in the water impact as well as the prediction of the hydrodynamic pressure. For this purpose, we introduce a computational model about the jet
flow. It is regarded as a kind of cut-off models, but the cut-off operation is restricted only to the jet tip in order to keep the computed information. Our idea may be conceptually similar to the model by Fontaine & Cointe (1997), although their computational results near jet tips are different from ours judging from their published results. As we describe this computational model of the jet flow in section 2.3.2, we'd like to emphasize that such a manner is arbitrary to some extent. It suggests that the exact description of the flow is not always necessary within the jet region.

2 Numerical simulation for water impact

2.1 Formulations of problems

We consider the water entry problem of a two-dimensional symmetrical body, in which the initially floating body on the free surface moves down with impulsive vertical motion, that is, abruptly starting motion. The $x$ and $y$ axes are taken along the undisturbed free surface and along the body centerline pointing upward, respectively, as is shown in Fig.1. The water entry velocity $\mathbf{v}_B = -V\mathbf{e}_y$ is assumed to be constant during the impact, the $\mathbf{e}_y$ being the unit vector along the $y$-axis. The fluid domain $\Omega$ is surrounded by boundaries consisting of the free surface $\Gamma_F$, the body surface $\Gamma_B$, side walls $\Gamma_W$, and the bottom $\Gamma_0$. Assuming the fluid is incompressible and the flow is irrotational, the fluid motion is specified by the velocity potential $\phi$. The problem of the velocity field is governed by the following equations:

\[
\nabla^2 \phi = 0 \quad \text{in} \quad \Omega \quad \text{(1)}
\]

\[
\frac{\partial \phi}{\partial n} = \mathbf{v}_B \cdot \mathbf{n} = -Vn_y \quad \text{on} \quad \Gamma_B \quad \text{(2)}
\]

\[
\frac{D\phi}{Dt} = \frac{1}{2} |\nabla \phi|^2 - gy \quad \text{on} \quad \Gamma_F \quad \text{(3)}
\]

\[
\frac{D\mathbf{x}}{Dt} = \nabla \phi \quad \text{on} \quad \Gamma_F \quad \text{(4)}
\]

\[
\frac{\partial \phi}{\partial n} = 0 \quad \text{on} \quad \Gamma_W, \; \Gamma_0, \; (\Gamma_C) \quad \text{(5)}
\]

where $g$ is the acceleration of gravity and the position vector of arbitrary point in the domain is expressed by $\mathbf{x} = (x, y)$. The gravity term in equation (3) is retained for the realistic description of the problem, while it is neglected in ordinary analysis on the water impact because the gravity effect is considered small during the impact.
The hydrodynamic pressure can be computed by using the Bernoulli equation. On that occasion, the time derivative of the velocity potential is necessary. Although it can be obtained by using the finite difference method to the velocity potential, the computational accuracy of the pressure is generally said to be not good. For more accurate prediction, the boundary value problem as for $\partial \phi / \partial t = \phi_t$ is also considered in the present study. The validity of such an approach is demonstrated widely, for example, in results of the ISOPE benchmark test (1990). Such a boundary problem related with the acceleration field can be described as follows:

$$\nabla^2 \phi_t = 0 \quad \text{in} \quad \Omega$$  \hspace{1cm} (6)

$$\frac{\partial \phi_t}{\partial n} = \kappa [\nabla \phi]^2 + \frac{\partial \phi}{\partial n} \frac{\partial^2 \phi}{\partial s^2} - \frac{\partial \phi}{\partial \bar{s}} \frac{\partial \bar{\phi}}{\partial \bar{n}} \quad \text{on} \quad \Gamma_B$$  \hspace{1cm} (7)

$$\phi_t = -\frac{1}{2} [\nabla \phi]^2 - g \bar{y} \quad \text{on} \quad \Gamma_F$$  \hspace{1cm} (8)

$$\frac{\partial \phi_t}{\partial \bar{n}} = 0 \quad \text{on} \quad \Gamma_W, \Gamma_0, (\Gamma_C)$$  \hspace{1cm} (9)

where $\partial / \partial s$ is the tangential derivative along the boundary, and $\kappa$ denotes the local curvature of the body contour. The general form about the normal derivative of $\phi_t$ on the body in motion was shown by Tanizawa (1995). The condition is simplified to equation (7) for the translational motion with constant velocity. Although the similar conditions are shown by by Cointe et al. (1990), van Daarden (1993) and Wu and Eatock Taylor (1996), these lead to the same condition for a body shape without curvature like a wedge.

The initial conditions of the free surface are necessary to complete the problems. Although the small portion of the body is already submerged into water, there is no initial disturbance on the free surface. Such conditions are given by:

$$\phi = \phi_t = \eta = 0 \quad \text{on} \quad \Gamma_F \quad \text{at} \quad t = 0$$  \hspace{1cm} (10)

where $\eta$ denotes the free surface elevation. The treatment of the initial condition is important to discuss the nonlinear wave-body interaction due to the impulsive motion, because the prediction of the hydrodynamic pressure on a body is affected at the early stage of the impact. This point is discussed more in section 2.3.1, and the practical approach to complement such influence is presented in section 4.

Thus the water entry problems of a body are formulated as the initial value - boundary value problems. Considering the symmetrical property of the problem, we can reduce the fluid domain to analyze to half, that is, the fluid domain in $x \geq 0$, where the boundary $\Gamma_C$ on the $y$-axis is newly complemented.

2.2 Numerical procedures

2.2.1 Solution procedure of integral equation

Two sets of boundary value problems in equations (1)-(5), (6)-(9) can be solved using the BEM. Applying Green’s theorem to the boundary value problems, the integral equations with the same form are derived as follows:

$$C(\xi) \left\{ \begin{array}{c} \phi(\xi) \\ \phi_t(\xi) \end{array} \right\} + \int_{\Gamma} \left\{ \begin{array}{c} \phi(x) \\ \phi_t(x) \end{array} \right\} \frac{\partial G(\xi, x)}{\partial n(x)} \text{d} \Gamma(x) = \int_{\Gamma} \left\{ \begin{array}{c} \phi(x) \\ \phi_t(x) \end{array} \right\} \text{d} \Gamma(x)$$  \hspace{1cm} (11)

where $\xi$ and $x$ are an observation point and an integral point, respectively. The free term $C(\xi)$ is given by:

$$C(\xi) = -\int_{\Gamma} \frac{\partial G(\xi, x)}{\partial n(x)} \text{d} \Gamma(x)$$  \hspace{1cm} (12)
Fig. 2: Evaluation of influence coefficients for the distance $R$ and the angle $\Theta$ between $(x_j - \xi_j)$ and $(x_{j+1} - x_{j-1})$, where the internal angle between $\Gamma_j$ and $\Gamma_{j+1}$ is $\pi$ and the length of each element is unity. GE:Gaussian integration, AI:Analytical integration, DE:Double exponential integration.

The integral contour $\Gamma$ means the boundary surrounding the fluid domain, that is, $\Gamma = \Gamma_B \cup \Gamma_F \cup \Gamma_W \cup \Gamma_C$. It is noted that the bottom boundary $\Gamma_0$ is excluded from computation here. Then the Green function $G(\xi, x)$ is expressed by using the source as follows:

$$G(\xi, x) = \frac{1}{2\pi} \ln \frac{1}{|x - \xi|} + \frac{1}{2\pi} \ln \frac{1}{|x - \xi^*|}$$ (13)

where $\xi^*$ denotes the image point of $\xi$ about the bottom $\Gamma_0$. Additionally, the boundary $\Gamma_C$ can be excluded from the computation by introducing other source images. However, it doesn’t result in the effective reduction of computational time in using the free surface boundary with a long distance.

The linear isoparametric elements are used for the discretization of the boundary $\Gamma$ in the present study. Adjacent nodes $x_j$ and $x_{j+1}$ connect an element $\Gamma_j$, on which the variations of both the geometric shape and the physical quantity, such as the velocity potential, are assumed linear. The influence coefficients can be evaluated by the following equations:

$$h_{ij} = \int_{\Gamma_j} f^{(2)}(l) \frac{1}{r(l)} \frac{\partial r(l)}{\partial n} d\Gamma(l) + \int_{\Gamma_{j+1}} f^{(1)}(l) \frac{1}{r(l)} \frac{\partial r(l)}{\partial n} d\Gamma(l)$$ (14)

$$g_{ij} = \int_{\Gamma_j} f^{(2)}(l) \ln \frac{1}{r(l)} d\Gamma(l) + \int_{\Gamma_{j+1}} f^{(1)}(l) \ln \frac{1}{r(l)} d\Gamma(l)$$ (15)

where $r = |x - \xi|$, the variable $l$ is the local coordinate along each element, and $f^{(1)}(l)$ and $f^{(2)}(l)$ are interpolation functions which are given by:

$$f^{(1)}(l) = \frac{1}{2}(1 - l), \quad f^{(2)}(l) = \frac{1}{2}(1 + l), \quad -1 \leq l \leq 1$$ (16)

The computational accuracy of these integrals is extremely important in the BEM analysis. Some results of the evaluation for equations (14) and (15) are shown in Fig. 2. Since we have to deal with the special geometric shape of the jet region in water impact problems, it is guessed that the numerical integration leads to the instability easily. Therefore the analytical integration
is adopted in the present study. When the integrals in equations (11) and (12) are performed on each element, the following matrix equations concerning the velocity potential and its flux can be derived:

\[
[H_{ij}] \{\phi_j\} = [G_{ij}] \{\phi_{nj}\} \quad (i, j = 1, 2, \ldots, N) \tag{17}
\]

where \(\phi_n\) denotes the normal derivative of the velocity potential and \(H_{ij}\) and \(G_{ij}\) are the influence coefficients in using equation (13). On the free surface \(\Gamma_F\), the velocity potential is known and its flux is unknown. On the other hand, the velocity potential is unknown and its flux is known on the other boundaries. Transforming equation (17) to the simultaneous equations concerning unknowns, we can solve these numerically by using an ordinary scheme for the linear system, such as the Gaussian elimination method. As for \(\phi_i\) and its flux \(\phi_{\text{in}}\), we can solve in the same manner as the problem for the velocity field. Since the influence coefficients in equation (17) are available in common, it does not lead to increase of large computational loads.

Once the boundary value problem of velocity field is solved at a certain time step, the boundary conditions of the boundary value problem for \(\phi_i\) can be set. Solving two kinds of boundary value problems, we can compute the pressure on a body by:

\[
\frac{p}{\rho} = -\frac{\partial \phi}{\partial t} - \frac{1}{2} |\nabla \phi|^2 - gy \tag{18}
\]

where \(\rho\) is the fluid density. The hydrodynamic loads can be obtained by integrating the pressure over the instantaneous wetted surface of a body.

### 2.2.2 Time integration procedure

The boundary conditions have to be updated for the computation at next time step. This is achieved by the integration of equations (3) and (4). By using values at the former time step, the position \(x_j\) and its velocity potential \(\phi_j\) at the next time step, can be written as:

\[
x_j(t + \Delta t) = x_j(t) + \int_t^{t+\Delta t} \left\{ t \frac{\partial \phi(\tau)}{\partial s} + n \frac{\partial \phi(\tau)}{\partial n} \right\} d\tau \tag{19}
\]

\[
\phi_j(t + \Delta t) = \phi_j(t) + \int_t^{t+\Delta t} \left\{ \frac{1}{2} |\nabla \phi(\tau)|^2 + gy(\tau) \right\} d\tau \tag{20}
\]

where \(t\) and \(n\) denote a tangential and a normal vector, respectively. The tangential derivative of the velocity potential can be computed by using the numerical differentiation:

\[
\left( \frac{\partial \phi}{\partial s} \right)_j = \left( \frac{\partial \phi}{\partial \xi} \right)_j / \left( \frac{\partial \xi}{\partial s} \right)_j \]

\[
\left( \frac{\partial x}{\partial s} \right)_j = \left( \frac{\partial x}{\partial \xi} \right)_j / \left( \frac{\partial \xi}{\partial s} \right)_j \]

\[
\left( \frac{\partial y}{\partial s} \right)_j = \left( \frac{\partial y}{\partial \xi} \right)_j / \left( \frac{\partial \xi}{\partial s} \right)_j \tag{21}
\]

where the index \(j\) corresponds to the node number of \(x_j\), and each term is evaluated using the Lagrange five point interpolation formula. As a time-marching scheme, the fourth-order Runge-Kutta method is employed in the present study. Then the time step size \(\Delta t\) is chosen in consideration of the following condition:

\[
\max \{ |\nabla \phi_1|, |\nabla \phi_2|, \ldots, |\nabla \phi_{N_F}| \} \times \Delta t \leq c_s \times \min \{ \Delta s_1, \Delta s_2, \ldots, \Delta s_{N_F-1} \} \tag{22}
\]

where \(\nabla \phi_j\) and \(\Delta s_j\) are the velocity of a node \(x_j\) and the length of an element \(\Gamma_j\), respectively, and \(N_F\) is node numbers of a moving boundary \(\Gamma_F\). The coefficient \(c_s\) is set to 1/3. Since we
encounter the occasion that a time step size is not adequately small, the computational scheme that the time step is automatically divided to smaller one is adopted.

Finally, the control of spatial discretization during computation is indispensable in following fluid particles in a Lagrangian manner. The high resolution is needed to describe small-scale features with high curvature. However, it is not preferable that the node density is too high or too low at the part of moving boundary, because the drop of computational accuracy may lead to the instability, specially in the region where the velocity gradient is so high. The quasi-uniformity condition for node distribution is significantly effective, and it can be formulated as:

$$\frac{\Delta s_{j-1}}{c_u} \leq \Delta s_j \leq c_u \Delta s_{j-1}$$  \hspace{1cm} (23)

where $c_u$ is a constant sufficiently large than 1 and always set to 3 in the present study.

### 2.3 Computational model of jet flow

#### 2.3.1 Treatment of the intersection

In the studies of nonlinear wave-body interactions, specially considering the fluid behavior due to abruptly starting motion, the treatment of a wave-body surface intersection has been discussed by Lin et al. (1984), Yim (1985), Greenhow (1987) and Takagi et al. (1989). Summarizing these, the problems are collected to the following two points: (i) Computational accuracy, (ii) Stability of computation. That is, when computational points are increased near the intersection, computational results get closer to the analytical solutions, but the solutions are easy to become unstable. On the other hand, when computational points are decreased near the intersection, a computational scheme becomes hard to be broken down, but the mass or the energy are hard to be conserved. Generally, it is explained that these problems result from the presence of singularities at the intersection.

The first point becomes important at the early stage of water impact. It means that a very high resolution is needed in the computation near the intersection, because the free surface part with high curvature due to the jet is formed within a small time scale. The asymptotic behavior of the fluid at $t \to 0^+$ is studied by Roberts (1987) for the horizontal impulsive motion of a vertical plate, and by Iafrati and Korobkin (2000) for the vertical impulsive motion of a wedge. Korobkin (2004) concludes that the compressibility of the fluid should be taken into account at the early stage of the water impact. It suggests that the initial disturbance should be taken into account in the water impact analysis of the incompressible fluid. In the water impact analysis of a wedge, it is well-known that self-similarity solutions can be obtained in considering the problem in the dimensionless plane, which is called the similarity plane in the present work for simplicity. Especially, we can avoid the above-mentioned resolution problem in this approach, because there is no scale of disturbance changed by time, in principle. Self-similarity solutions for the wedge impact can be obtained using the iterative numerical method by Tanizawa (1985), Ohtsubo and Fukumura (1987), Wu et al. (2004) and Battistin and Iafrati (2004). The similar approach is also studied in the present study, and it is discussed in section 4. The computational scheme is designed for nodes to be arranged intensively near the boundary with high curvature in the present simulation method on the physical plane. Nevertheless, we can expect the better results in using the similarity solutions as the initial condition.

The second point in the water impact problem is considered to have close relation to the contact angle which is made between the body and the free surface. The introduction of analytical integration for the influence coefficients ensure stable computation as shown in section 2. Actually even though the contact angle becomes less than 1°, the computation does not break down unless both boundaries touch each other. Therefore, although the substantial cause cannot be
specified here, we can conclude that the four numerical factors should be evaluated for success computation, which consists of the numerical description of the geometric shape of the moving boundary, the setting of time step size, the control of nodal arrangement and the integration of boundary elements.

2.3.2 Modified cut-off model

The impulsive motion of a body induces very large acceleration near the intersection and then the fluid runs up along the body surface quickly. Theoretically the velocity is singular at the intersection in a moment of the water impact. It means that the velocity is infinite there. However, the computed velocity values based the nonlinear theory are finite, and numerical errors are inherent in the computation of the intersection for the short duration after the water impact. It implies that there is the arbitrariness to a certain extent. Considering actual fluid phenomena on the jet, the fluid is disintegrated into clouds of droplets, which is no longer the continuous fluid domain. We can trace the motion of a jet tip to some extent, but computational efforts will be added more and more because of an increase in a computational domain. At last, such a situation leads to the numerical instabilities bringing the small negative pressure and the contact of boundaries causing the computational break. From the above-mentioned considerations, we introduce the cut-off model to describe the jet flow practically. We assume that the body surface is approximately straight near the intersection. The cut-off operation in a thin triangle layer with an apex at the intersection is illustrated in Fig.3. Since the velocity potential comes to have almost symmetry values on both boundaries, the flow can be considered one-dimensional toward the intersection. The tip shape of the jet region is controlled only by the contact angle $\gamma$. The execution of the cut-off operation is judged by the condition:

$$\gamma \leq \beta_0 \quad \text{at } P_2$$  \hspace{1cm} (24)

The shadow area in Fig.3 is removed when the above condition is violated. So the contact angle $\gamma$ is always monitored during computations. The results by Dobrovolskaya (1989) are adopted as the threshold angle $\beta_0$ in the present work. We expand the velocity potential $\phi$ in Taylor series around the intersection $x_0$ as follows:

$$\phi(x) = \phi(x_0) + (x - x_0) \cdot \nabla \phi(x_0) + \frac{1}{2!} \{(x - x_0) \cdot \nabla\}^2 \phi(x_0) + \cdots$$ \hspace{1cm} (25)

Two terms in the above equation are considered sufficient to describe the jet flow near the intersection. By the local coordinate system in Fig.4, if the following conditions:

$$\begin{align*}
\phi(R_0, 0) &= \phi(R_0, \gamma) \\
\frac{\partial \phi(R_0, 0)}{\partial R} &= \frac{\partial \phi(R_0, \gamma)}{\partial R}, \quad \frac{\partial \phi(R_0, 0)}{R \partial \theta} = \frac{\partial \phi(R_0, \gamma)}{R \partial \theta}
\end{align*}$$  \hspace{1cm} (26)
are approximately satisfied closely near the intersection, the mass and energy conservation are
within the acceptable range even in cutting off the jet tip.

2.4 Matching of analytical solutions for a bottom singularity

In the water impact of a body with a sharp apex at the bottom, such as a wedge, we need to pay
attention to the presence of a singularity at the apex, as pointed out by Vörn (1987). It turned
out that the prediction of the local hydrodynamic pressure around the apex was subject to be
affected by computational errors. It is more remarkable as the apex angle becomes small. In
the numerical approach, the shift of a source point inside from the apex brings some improvements,
for example, by using a constant element or a non-conformity element as the element adjacent
to the apex. However, it is still remain the influence of the numerical differentiation, the type of its
scheme and the choice of nodal intervals. Therefore, to reduce such disadvantage, the analytical
expression of velocity potential is adopted in the local domain around the apex, as shown in
Fig.6. Such analytical solutions are expressed as:

\[ \phi = V \sum_{m=1}^{M} a_m R^{(m-1)\pi} \cos \left( \frac{(m-1)(\theta - \alpha)\pi}{\pi - \alpha} \right) - VR \cos \theta \]  

(27)

where \( a_m \) is a coefficient to be determined by matching with the solutions in the other
domain. Equation (27) satisfies both the Laplace equation and the body boundary condition. The
discretized form can be written as:

\[ \{ \phi_k \} = [F_{km}] \{ a_m \} + \{ b_k \} \quad (k, m = 1, 2, \ldots, M < N) \]  

(28)

The matrix and vector of right-hand side are given by

\[ \begin{cases} 
F_{km} = VR_k^{(m-1)\pi} \cos \{ \sigma_m(\theta - \alpha) \}, & \sigma_m = \frac{(m-1)\pi}{\pi - \alpha} \\
 b_k = VR_k \cos \theta 
\end{cases} \]  

(29)

Let the local boundary (\( M \) nodes) locate in the first half of the total boundary (\( N \) nodes).
Substituting equation (29) to the left-hand side of (17), the matrix form is

\[ \begin{bmatrix} H_{ik} \\ H_{il} \end{bmatrix} \begin{bmatrix} \phi_k \\ \phi_l \end{bmatrix} = \begin{bmatrix} H_{im}^* \\ H_{il} \end{bmatrix} \begin{bmatrix} a_m \\ \phi_l \end{bmatrix} + \begin{bmatrix} b_k^* \\ \phi_l \end{bmatrix} \]  

(30)

The new matrix and vector with the symbol* can be computed by

\[ [H_{im}^*] = [H_{ik}][F_{km}] \]  

(31)

\[ \{ b_k^* \} = [H_{ik}] \{ b_k \} \]  

(32)
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The total number of unknowns is the same as that before introducing equation (27). Therefore, using equation (30), we can solve the simultaneous equations with unknown coefficients $a_m$ matched with the velocity potential $\phi_j$ in the remaining domain. In the present work, the radius distance of the local domain is set to $Vt/2$.

3 Similarity solutions of wedge impact problem

3.1 Formulation of the problem

We studies the wedge impact problem here by following two reasons. One is for purposes of comparison with the computational results by the nonlinear simulation method, and the ether is for the use of similarity solutions as initial conditions in the nonlinear simulation method. This concept is based on the assumption that these similarity solutions are applicable as initial conditions in spite of the arbitrary-shaped body.

We consider the water impact problem for a symmetrical wedge with half apex angle $\alpha$. When the velocity $V$ is constant and the gravity is neglected, the solution is self-similar and the independent variables $x$ and $t$ are reduced to a dimensionless variable $\tilde{x}$ defined by:

$$\tilde{x} = \frac{x}{V t}$$  \hspace{1cm} (33)

The velocity potential $\phi$ in the physical plane is related to the dimensionless one $\tilde{\phi}$ defined by:

$$\phi = \frac{\tilde{\phi}}{V^2 t}$$  \hspace{1cm} (34)

By using these variables, the boundary value problem (1)-(5) can be rewritten as follows:

$$\nabla^2 \tilde{\phi} = 0 \text{ in } \Omega$$  \hspace{1cm} (35)

$$\frac{\partial \tilde{\phi}}{\partial n} = v_B \cdot n = - n_y = \sin \alpha \text{ on } \Gamma_B$$  \hspace{1cm} (36)

$$\tilde{\phi} - x \cdot \nabla \phi + \frac{1}{2} |\nabla \phi|^2 = 0 \text{ on } \Gamma_F$$  \hspace{1cm} (37)

$$\frac{\partial \tilde{\phi}}{\partial n} = n \cdot x \text{ on } \Gamma_F$$  \hspace{1cm} (38)

$$\frac{\partial \tilde{\phi}}{\partial n} = 0 \text{ on } \Gamma_W, \Gamma_0, (\Gamma_C)$$  \hspace{1cm} (39)

where $v_B$ is dimensionless velocity of a wedge and equal to $-e_0$ in the present case. The problem is illustrated in Fig.7. The kinematic free surface condition (38) provides

$$\nabla \phi = x - st \ (s \geq 0) \text{ on } \Gamma_F$$  \hspace{1cm} (40)
where $s$ is the parameter along the free surface as shown in Fig.8. The gradient of the dynamic free surface condition (37) gives $-(x \cdot \nabla) \phi + (V \cdot \nabla) \nabla \phi = 0$, in addition, by the substitute of equation (40) and the consideration that the gradient of $s$ means the tangential vector, the sign of the second term in equation (40) can be decided as the negative. When $s = 0$, it corresponds to the intersection $x_0$. Taking the scalar product of equation (40) with $t$, the tangential velocity on the free surface is given by:

$$\frac{\partial \phi}{\partial s} = t \cdot x - s \quad \text{on} \quad \Gamma_F$$  \hspace{1cm} (41)

Substituting equation (40) to the dynamic condition (37), the velocity potential can be written by:

$$\phi = \frac{1}{2} (|x|^2 - s^2) = \frac{1}{2} (r^2 - s^2) \quad \text{on} \quad \Gamma_F$$  \hspace{1cm} (42)

where $r = |x| = \sqrt{x^2 + y^2}$. The above equation can be also derived from integrating equation (41) in $s$. It should be noted that equations (40), (41) and (42) are respectively derived from the combination of both free surface conditions (37) and (38).

From the above-mentioned consideration, the problem can be formulated as the Neumann boundary value problem: (35), (36), (38) and (39), or the mixed boundary value problem: (35), (36), (39) and (42), alternatively. More careful treatment is necessary in the Neumann problem as referred to in the next section.

### 3.2 Numerical procedures by iterative computations

For the mixed boundary problem, the solution procedure by the boundary integral equation is available, which is already presented in section 2.2.1. Initially the free surface shape being given, the similarity solutions are computed by the iterative procedures until the solutions converge. On the other hand, for the Neumann problem, an additional condition is indispensable for the uniqueness of solutions, which is complemented by giving the $\phi$ on a point on the boundary. For example, we can do so by using equation (42) to the intersection. However, the position of the intersection sensitively affect the velocity potential $\phi$ on the body surface, and more careful treatment is necessary in judging the convergence of computations. Therefore, we recommend dealing with the mixed problem.

It should be noted that there are no physical meanings in the computation on the similarity plane under iterative process. We employ the following solution as the initial free surface shape.

$$y = \frac{x}{c} \sin^{-1} \left( \frac{c}{x} \right) - 1, \quad x \geq c$$  \hspace{1cm} (43)

where $c = (\pi/2) \tan \alpha$. The modification of the free surface shape is performed in the similar manner to the time-stepping scheme as follows:

$$x_j(t + \Delta t) = x_j(t) + \int_t^{t+\Delta t} t \frac{\partial \phi(\tau)}{\partial s} d\tau$$  \hspace{1cm} (44)

where $\Delta t$ is a quasi-time step size and not sensitive to the computation. The integrand can be computed using equation (41). In these steps, with the nodes shifted, the shape is modified in order to satisfy the free surface condition. The slip condition is imposed on the intersection along the body surface. When the convergence is achieved to some extent, the following equation

$$x_j(t + \Delta t) = x_j(t) + \int_t^{t+\Delta t} \left( \frac{\partial \phi(\tau)}{\partial n} - n \cdot x \right) d\tau$$  \hspace{1cm} (45)
is employed in order to satisfy the kinematic condition much more. Every time the free surface is updated, the velocity potential on it can be computed from equation (42).

As for the treatment of the jet flow, the cut-off method in section 2.3.2 can be applied. However, we are not interested in the free surface deformation due to the gravity effect here, and cut off it at the jet root position \( x_0 \) on the free surface. Substituting \( \nabla \phi(x_0) = x_0 \) to the two term expansions in (25), we obtain

\[
\phi(x) = \phi(x_0) + (x - x_0) \cdot x_0 \\
= \frac{1}{2} \left\{ |x|^2 - |x - x_0|^2 \right\},
\]

(46)

This relation satisfies the free surface condition (42) under the assumption of two term expansions. In addition, substituting equation (46) to the kinematic condition equation (38), we obtain the following form:

\[
n \cdot \nabla \left\{ \frac{1}{2} |x|^2 - \frac{1}{2} |x - x_0|^2 \right\} - n \cdot x = 0 \quad \Leftrightarrow \quad n \cdot (x - x_0) = 0
\]

(47)

where \( n \) is the normal vector at \( x \). This means the free surface shape in the jet region, which is the straight line connecting \( x_0 \) and \( x \).

The convergence of solutions are judged from the mass conservation rule. For similarity solutions, this can be expressed by the simple condition that two area \( S_1 \) and \( S_2 \) are equal, that is, \( S_1 = S_2 \). Finally, the hydrodynamic pressure can be computed by using:

\[
\frac{p}{\rho V^2} = -\phi + x \cdot \nabla \phi - \frac{1}{2} |\nabla \phi|^2
\]

(48)

4 Numerical results

In advance, we mention to the computational size dealt with in the present numerical study. As the radiation condition is not imposed, the side wall \( \Gamma_w \) are needed to be far away from the body to avoid the influence of the reflection from the boundary \( \Gamma_w \). Only setting it to \( x = 20.0 m \) in Fig.1 and \( x = 200 \) in Fig.7, we can obtain practical solutions. The water depth is set to be \( y = 6.0 m \) and \( y = 4.0 \), respectively. In the numerical simulation, the computation is started initially submerged into water slightly, then the bottom is located at \( y = -0.01 m \). The total number of nodes is about 360 points, particularly, 30, 60 (initially 40), 250 and 20 are shared on \( \Gamma_c, \Gamma_B, \Gamma_F \) and \( \Gamma_W \), respectively. On the free surface, the element size gradually becomes coarse as far from the body.

Considering the water impact of a wedge, the problem is solved by the nonlinear simulation method in the time domain and the iterative method for similarity solutions. We compared both results of the pressure distribution on the wedge with different deadrise angle \( \alpha \). These results are shown in Fig.9. We can recognize good agreement and specially the prediction in the jet region is acceptably stable. Corresponding results of the free surface profiles by the numerical simulation method are shown in Fig.10. Since we make the cut-off operation to the jet tip, the too much jet ejection is not observed, but the total length of the free surface is reduced to a certain extent.

Next we investigate the influence of the initial condition to the computation. It is demonstrated in Fig.11. Results of the left hand of the figure were obtained by using the initial condition (10). We can observe the formation of the convex on the free surface under the jet root just after the moment of water impact. Although the convexity of the free surface on the impact of a wedge was discussed by Mackie (1962), this is partly because the resolution of the computation near
Fig. 9: The pressure distributions on the wedge in disregarding the gravity effect. (T: time domain solution, S: similarity solution)

Fig. 10: The free surface profiles in disregarding the gravity effect.

the intersection is insufficient. Another reason is probably the lack of the consideration on the compressibility of the fluid as discussed by Korobkin (2004). The computed pressure indicates the small negative value and the high peaked value in the transient process to the steady value. On the other hand, the results of the right hand were obtained by taking account of the initial disturbance, particularly which was computed by the iterative computation in section. In these cases, such a convex are not observed and the peak value is also smaller. The influence of the initial condition should be taken into account in predicting the maximum pressure.

Retaining the gravity term in the problem, we can simulate the evolution of the free surface from the jet formation up to the re-entry against the underlying free surface. Such computational results are shown in Fig.12 and Fig.13. So far the gravity effect has been always neglected in the water impact analysis based on the potential theory for the rational reason. The present numerical procedures hopefully enable the global simulation combining the hydrodynamic analysis with the free surface flow analysis. The adopted cut-off model doesn’t disturb the evolution of the free surface as shown in Fig.5.
Fig. 11: Time histories of the pressure at fixed points on the wedge with $\alpha = 60^\circ$ and $V = 1\, m/s$, and free surface profiles at an early stage of the impact, from 0.0s to 0.048s every 0.006s, are shown. Left figures are the computations without initial disturbance, and right ones are the computations with initial disturbance.

Fig. 12: Free surface evolution ($\alpha = 45^\circ$).  

Fig. 13: Free surface evolution ($\alpha = 60^\circ$).

5 Conclusions

Water impact problems for the wedge at the constant speed have been analyzed numerically in the frame of the potential flow assumption. The construction of numerical procedures in the time domain were intended to enable the global simulation combining the hydrodynamic analysis with the free surface flow analysis. For purposes of it, the computational model of the jet flow has been proposed and its availability was demonstrated for the wedge impact case. The iterative numerical procedure for similarity solutions was also studied to obtain the initial condition for the numerical procedure in the time domain. Both numerical methods can provide good agreement for similarity solutions. Related to the initial condition, its treatment
is significant particularly in predicting the hydrodynamic pressure.
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